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RESUMEN                                                           

El estudio aporta a la meta 9.5 del ODS 9, a promover la innovación, fortalecer la investigación cientí-
fica en ciberseguridad y mejorar las capacidades tecnológicas para la protección de la estructura digital, 
estableció como objetivo “analizar cuáles son los principales retos que enfrenta la inteligencia artificial para 
fortalecer la protección digital según la actual legislación de delitos informáticos, Callao 2024”. El método 
comprendió el enfoque cualitativo; alcance descriptivo; tipo básico; diseño no experimental de teoría fun-
damentada; técnica análisis documental e Instrumento ficha técnica de análisis documental. El principal 
hallazgo evidenció que existen vacíos legales ante la sofisticación de ciberdelitos con IA que superan los 
controles de seguridad actuales. La conclusión refiere la necesidad de modernizar la normativa penal y 
adoptar defensas tecnológicas avanzadas para proteger los derechos fundamentales.
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ABSTRACT 

The study contributes to SDG 9.5, promoting innovation, strengthening scientific research in cyber-
security, and improving technological capabilities for the protection of digital infrastructure. It set out to 
“analyze the main challenges facing artificial intelligence in strengthening digital protection under current 
cybercrime legislation, Callao 2024.” The method comprised a qualitative approach; descriptive scope; ba-
sic type; non-experimental grounded theory design; documentary analysis technique; and documentary 
analysis technical data sheet instrument. The main finding showed that there are legal loopholes in the face 
of sophisticated AI cybercrimes that bypass current security controls. The conclusion refers to the need to 
modernize criminal law and adopt advanced technological defenses to protect fundamental rights.

Keywords: Artificial intelligence; Data protection; Legislation; Technology; Right to privacy
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INTRODUCCIÓN

La inteligencia artificial es empleada cada vez 
con más frecuencia para reconocer amenazas 
cibernéticas, ya que permite revisar enormes 
cantidades de datos y detectar posibles ataques 
antes de que ocurran (Chen et al., 2021). 
Mientras tanto, las leyes y regulaciones siguen 
adaptándose para poder responder a estos 
nuevos retos, sobre todo cuando se trata de 
proteger la información personal y regular el 
uso de las tecnologías digitales. En este contexto, 
la investigación resulta importante porque las 
herramientas de tecnologías de la información 
se han convertido en un apoyo esencial para 
enfrentar los delitos informáticos: permiten 
reunir, organizar y analizar datos que sirven 
como base para impulsar nuevas investigaciones 
(Ling et al., 2023). 

El impacto tecnológico y social de la inteligencia 
artificial en la delincuencia cibernética trae 
consigo tanto riesgos como oportunidades ya 
que ofrece recursos más sofisticados que también 
pueden ser aprovechados por los atacantes, 
complicando la detección de malware, robos de 
información o tácticas de manipulación social 
(Das et al., 2022). Por otro lado, los algoritmos de 
IA generan preocupaciones sobre la privacidad y 
la seguridad de los datos, incluso cuando existen 
normas que intentan proteger a los usuarios.

La tecnología analizada se centra en detectar y 
prevenir delitos informáticos. Por eso, el estudio 
se relaciona con la meta 9.5 de los ODS, ya 
que impulsa la creación de infraestructuras 
más resilientes y promueve la innovación 
en ciberseguridad. Esto incluye aumentar la 
investigación y la inversión en este ámbito, así 
como incorporar tecnologías como la inteligencia 
artificial en los marcos legales para lograr una 
legislación más actual, coherente y preparada 
ante los nuevos avances. (Gundu et al., 2025). 

El uso de la inteligencia artificial requiere marcos 
regulatorios claros. Organismos internacionales 
como la ONU ofrecen algunas recomendaciones, 

tales como implementar normas comunes para 
la evaluación clínica de aplicaciones de IA de alto 
riesgo y aumentar la transparencia y la evidencia 
clínica de los dispositivos médicos basados en IA 
(Chatinakrob, 2024). Por otro lado, un país que 
está a la vanguardia es Estados Unidos, el cual 
es líder mundial en investigación y desarrollo de 
IA, con fuerte inversión en educación y sector 
privado (Zahra & Nurmandi, 2021). Este país 
aporta significativamente mediante la creación 
de políticas que promueven la innovación 
responsable, el financiamiento de proyectos 
públicos y privados enfocados. en la seguridad 
digital y la elaboración de guías éticas para el 
uso de algoritmos en sectores como la salud y la 
defensa. Además, su enfoque descentralizado y 
específico por sectores en la protección de datos 
y la ciberseguridad facilita que las normativas 
se ajusten a los requerimientos de cada sector 
(Alkaabi et al., 2011).

En el contexto nacional, el progreso tecnológico 
y la integración de la inteligencia artificial (IA) 
han generado tanto ventajas como desafíos 
para el marco legal (Mejía Arbildo, 2023). En 
años recientes, el país ha experimentado un 
incremento significativo en delitos informáticos 
relacionados con la suplantación de identidad, 
fraudes en línea y la violación de datos personales 
(Mejía Arbildo, 2023). La implementación de la 
inteligencia artificial en organizaciones tanto 
del sector público como privado ha puesto de 
manifiesto la falta de una normativa clara sobre 
la protección en el entorno digital, ya que la Ley 
N. º 29733 sobre Protección de Datos Personales 
no aborda de manera específica los peligros 
vinculados al uso de algoritmos automáticos y 
sistemas inteligentes. De igual modo, el uso de la 
inteligencia artificial en el entorno cibernético del 
Perú ha sido también explotado por delincuentes 
digitales, quienes utilizan sofisticadas 
herramientas tecnológicas para falsificar 
identidades o alterar datos (Mejía Arbildo, 
(2023). La ausencia de un marco normativo 
claro sobre la responsabilidad civil ante los daños 
causados por sistemas automatizados evidencia 
un vacío legal (Mejía Arbildo, (2023). Además, la 
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falta de lineamientos definidos en torno a la ética 
y la responsabilidad de la inteligencia artificial 
produce inseguridad jurídica y una regulación 
dispersa (Zabala Leal 2024)”.

Entre los síntomas más notorios se encuentra el 
incremento de ocasiones relacionadas con deep 
fakes, robo de identidad y robos digitales; por 
lo tanto, los sesgos algorítmicos y la oscuridad 
de sistemas que dañan la justicia predictiva, 
generando recelo público y cuestionamientos 
sobre el ecuánime del sistema judicial (Saavedra 
et al., 2024). Esta situación problemática surge, 
en parte, por la velocidad con que progresa 
la tecnología en comparación con la limitada 
capacidad del marco normativo para adaptarse, 
así como la falta de mecanismos institucionales 
adecuados para supervisar el uso de la IA 
(Novelli 2024) Además, el entrenamiento de 
algoritmos con datos sesgados contribuye a 
prácticas discriminatorias en entornos laborales 
y judiciales (Castillo-Castro, 2025).

Las consecuencias que genera este hecho vulneran 
derechos fundamentales como la privacidad, 
el honor y la identidad digital, mientras que la 
ausencia de lineamientos sobre responsabilidad 
civil deja a las víctimas sin garantías jurídicas, 
generando además pérdidas económicas y 
reputacionales y debilitando la confianza en 
el sistema judicial (Zabala & Gómez, 2024; 
Concha, 2024). Para abordar esta problemática, 
se requiere fortalecer la legislación penal y civil 
vinculada a la IA, implementar auditorías de 
algoritmos y mecanismos de transparencia, y 
promover políticas de ética digital junto con la 
capacitación de operadores judiciales, con el fin 
de reducir la opacidad tecnológica y proteger 
los derechos fundamentales frente a los delitos 
informáticos (Saavedra et al., 2024; Castillo-
Castro, 2025) .El desafío presente radica en 
respaldar que el desarrollo tecnológico avance 
de la mano con la seguridad de los derechos 
humanos. La formación de protocolos de 
supervisión, el establecimiento de patrones de 
seguridad y la promoción de una civilización 
digital responsable son actos esenciales para 

reducir los riesgos derivados del uso inadecuado 
de la inteligencia artificial. Solo por medio de 
una regulación clara y mecanismos de control 
eficaces será posible asegurar un entorno digital 
más seguro, justo y transparente.

En ese marco se formularon los problemas del 
estudio.  Como problema general se planteó: 
¿Cuáles son los principales retos que enfrenta la 
inteligencia artificial para fortalecer la protección 
digital según la actual legislación de delitos 
informáticos? A partir de ello, se definieron 
dos problemas en específicos: Primero, ¿Cómo 
las nuevas aplicaciones de IA en ciberdelitos 
requieren de nuevas técnicas de protección y 
ciberseguridad más efectivas considerando la 
legislación de delitos informáticos? Y segundo, 
¿En qué medida los mecanismos de protección 
digital y ciberseguridad resultan eficaces frente 
a las amenazas emergentes asociadas al uso de 
inteligencia artificial en delitos informáticos? 
Seguidamente se establecieron los objetivos 
de estudio. El objetivo general es: Analizar 
cuáles son los principales retos que enfrenta 
la inteligencia artificial para fortalecer la 
protección digital según la actual legislación de 
delitos informáticos. Mientras que los objetivos 
específicos. Primero, es analizar cómo las nuevas 
aplicaciones de IA en ciberdelitos requieren de 
nuevas técnicas de protección y ciberseguridad 
más efectivas, considerando la legislación de 
delitos informáticos. 

Y segundo, evaluar la eficacia de los mecanismos 
de protección digital y ciberseguridad frente a 
las amenazas emergentes asociadas al uso de 
inteligencia artificial en delitos informáticos, 
dentro del marco de la legislación.

Con relación a los antecedentes que sostienen 
el trabajo de investigación, tenemos a Kavitha 
& Thejas (2024), que explican la “Teoría de 
modelos de aprendizaje automático y profundo”, 
donde destacan el uso de modelos tradicionales 
(SVM, Random Forest) y avanzados (CNN, 
RNN, GANs), así como enfoques híbridos y de 
IA explicable, para aumentar la precisión y la 
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interpretabilidad en la detección de amenazas. 
Esto se relaciona con IA y protección de datos 
digital al aportar herramientas técnicas para 
la detección, prevención y respuesta a delitos 
cibernéticos. La metodología mixta con enfoque 
experimental, en el cual se evalúan modelos de 
aprendizaje profundo, aprendizaje automático, 
GANs y técnicas híbridas para la protección 
digital. El principal hallazgo demostró nuevos 
peligros y resaltó la necesidad de defensas 
completas en el entorno digital actual. Se 
muestra cómo la IA puede transformar, tanto en 
la práctica como en las leyes, la defensa contra 
los delitos informáticos, haciendo esencial que se 
deba agregar en las reglas y políticas de seguridad 
digital.

Siam et al. (2025) explica la “Teoría de sistemas 
adaptativos y proactivos en ciberseguridad”, 
donde menciona que las soluciones basadas en 
IA permiten crear sistemas de defensa que se 
adaptan a crecientes amenazas, reduciendo la 
intervención humana y mejorando la respuesta 
ante ataques peligrosos. Esto se relaciona con la 
IA y la protección de datos digitales al resaltar 
la necesidad de marcos legales y técnicos que 
permitan a las defensas digitales anticiparse, 
adaptarse y contener a crecientes amenazas. La 
metodología cualitativa de revisión documental 
y comparativa, en la cual se emplea un diseño 
que examina y compara modelos y técnicas de 
IA en áreas clave como detección de amenazas, 
seguridad de endpoints, phishing, de redes y 
autenticación adaptativa. El principal hallazgo 
demostró que los modelos de inteligencia 
artificial aplicados a la ciberseguridad son 
eficaces frente a ataques complejos y resaltando 
la necesidad de mantener defensas sólidas y 
adaptativas en el entorno digital actual. La IA es 
vital para fortalecer la seguridad en lo digital y es 
indispensable actualizar las leyes ante los desafíos 
tecnológicos presentes.

Rasyid et al. (2024). Explica la “Teoría de la 
Regulación Jurídica de la inteligencia artificial 
ante los vacíos normativos en la Seguridad 
Digital¨, donde argumenta cómo la inteligencia 

artificial ha reconfigurado las dinámicas delictivas 
en el entorno cibernético y como plantea un 
reto normativo y ético, que introduce nuevas 
formas de criminalidad como los deep fakes 
y los fraudes automatizados. La metodología 
normativa de revisión de instrumentos legales 
nacionales e internacionales, así como doctrinas 
jurídicas relacionadas con la regulación de la 
IA, que permitan identificar vacíos regulatorios 
y contrastar como distintas jurisdicciones 
abordan la responsabilidad penal frente a delitos 
tecnológicos. El principal hallazgo, es la carencia 
de marcos normativos específicos que regulen 
el uso de la IA en materia penal y de seguridad 
digital. El artículo es importante porque visibiliza 
un problema jurídico real que es la insuficiencia 
de la legislación actual ante la velocidad del 
desarrollo tecnológico, donde nos ayuda a estar 
alerta y buscar soluciones tecnológicas frente a 
los delitos tecnológicos.

Wang (2020) explica la ¨Teoría Jurídica de 
la adaptación de derecho penal frente a los 
ciberdelitos impulsados por la inteligencia 
artificial¨ precisando que la inteligencia artificial 
es considerado como un fenómeno disruptivo 
que reconfigurar la estructura del derecho 
penal y procesal, donde el cual las normas 
no pueden permanecer estáticas antes las 
transformaciones tecnológicas, donde propone 
una reinterpretación del derecho sustantivo 
nacional y entender con responsabilidad la 
relación entre seguridad, justicia y derechos 
fundamentales . La metodología cualitativa de 
revisión crítica de textos legales, doctrina penal y 
literatura académica sobre la inteligencia artificial 
y ciberseguridad, que examinan cómo las 
normas penales deben adaptarse ante los nuevos 
ciberdelitos impulsados por la IA. El principal 
hallazgo evidencia que la actualización del 
derecho penal es un factor clave para mantener 
la eficacia de detección de delitos y protección 
de derechos en un marco tecnológico cambiante 
para lograr equilibrio entre seguridad y justicia. 
El artículo es importante porque nos permite 
centrarnos en los derechos que actúan de manera 
sólida y que las leyes contra delitos informáticos 



GESTIÓN ADMINISTRATIVA Y EL DESEMPEÑO EN BALFOREST CIA LTDA, SANTO DOMINGO

Ciencia y Desarrollo 28 (1): Enero - Marzo 2025
13

deben ir relacionados con la modernización de la 
tecnología.

Aguilar (2024) presenta la “Teoría de la 
digitalización de la justicia penal”, que completa 
el uso de la inteligencia artificial para el análisis 
de pruebas digitales, ya sea como apoyo a jueces 
y abogados o con cierto grado de autonomía, 
siempre en concordancia con principios 
fundamentales como la presunción de inocencia. 

La investigación se apoya en un enfoque 
cualitativo, utilizando el análisis documental 
y la comparación normativa, considerando 
directrices internacionales orientadas a la 
creación de protocolos para el uso ético de la IA 
en el ámbito judicial. Los resultados evidencian 
que la inteligencia artificial puede mejorar la 
eficiencia y la transparencia en los procesos 
judiciales, aunque su aplicación implica riesgos 
asociados a la falta de regulación, lo que destaca 
la necesidad de garantizar la autenticidad y 
protección de las pruebas digitales. Este estudio 
es significativo porque compromete una visión 
actual del impacto de la IA en la justicia penal 
y formula un marco normativo que fortalece 
la regulación y la confianza en las tecnologías 
digitales dentro del sistema judicial.

Maldonado (2024) en la “Teoría de la transición 
de la administración pública peruana hacia un 
modelo digital y algorítmico”, expresa que esta 
transición es incitada por tecnologías como la 
inteligencia artificial, el big data y el blockchain, 
con el propósito de mejorar la eficiencia estatal. 
El estudio se basó en un enfoque cualitativo con 
perspectiva dogmática y analítica, comparando 
la legislación peruana con los estándares 
internacionales. Los hallazgos demuestran 
que, aunque la digitalización contribuye al 
fortalecimiento de la gestión pública, aún existen 
vacíos normativos que amenazan la protección 
de los derechos digitales. 

Este trabajo es significativo porque destaca la 
necesidad de consolidar un marco legal robusto 
que garantice la transparencia, la equidad y el 

respeto de los derechos fundamentales en la 
administración digital.

Gilbert, et al. (2020) en la “Teoría del aprendizaje 
profundo para la identificación de software 
malicioso”,Sostuvo que, frente a la creciente 
cantidad de delitos cibernéticos, las redes 
neuronales profundas y la inteligencia artificial 
son capaces de robustecer la seguridad digital.  

La metodología cualitativa se fundamenta en 
el modelo HYDRA, que fusiona la valoración 
dinámica y estática para detectar patrones 
de conducta en programas ilegales.  Los 
resultados mostraron que esta perspectiva 
multimodal, además de aumentar la precisión 
en la categorización del malware, ayuda a 
crear sistemas más seguros, lo que robustece 
las estrategias de ciberseguridad ante asaltos y 
amenazas. Ya que tiene la capacidad de producir 
beneficios económicos y sociales, pero también 
podría ser empleada con propósitos dañinos.

Brundage & Clark (2020), Ellos nos muestran “la 
teoría de la innovación con doble filo”, Dado que 
puede generar ventajas tanto en lo económico 
como en lo social, aunque también podría ser 
aprovechada para fines nocivos como ataques 
cibernéticos, alteración de datos o el desarrollo 
de armamento autónomo. La metodología 
cualitativa busco examinar cuestiones de índole 
digital, física y de protección. Los resultados 
revelaron que la lA podría exacerbar los peligros 
ya existentes, abrir la puerta a nuevas modalidades 
de ofensivas y complicar su detección y gestión; 
considerando esto, los autores del estudio 
proponen que las compañías, los estados y los 
estudiosos se involucren y fomenten una ética 
íntegra y consciente para asegurar que la lA se 
use de manera segura, priorizando el bienestar y 
la protección de la comunidad.

METODOLOGÍA

2.1 Tipo, enfoque y diseño de la investigación: 
El análisis realizado incumbe a un tipo básico 
de investigación, dado que su meta principal no 
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es el uso inmediato de cambios ni la mediación 
directa en la realidad (Mendoza 2023), sino más 
bien la formación de entendimiento teórico 
acerca de cómo la inteligencia artificial está 
apreciada y asegurada en la legislación de robos 
informáticos. El estudio adquiere una perspectiva 
cualitativa, porque examinan documentos 
normativos, doctrina, jurisprudencia y charlas 
con expertos jurídicos, prioritariamente a través 
del entendimiento y la construcción de sentido, 
mediante mediciones cuantitativas (Godinez 
2023). Este estudio logra captar la dificultad, 
los matices, las percepciones y las relaciones 
subyacentes en el ámbito legal.

El diseño de la investigación es no práctico, 
mientras que no hay manipulación de variables 
ni atribución de grupos, los casos jurídicos serán 
observados tal como ocurren en el ejercicio, en 
ese contexto es no experimental (Hernández 
2022). Y la investigación además es teoría 
fundamentada porque: la información emerge 
del estudio (normas, charlas, casos) de ellos se 
aplica un modelo explicativo o teoría adecuada al 
contexto del problema estudiado (Charmaz 2024) 
El alcance es descriptivo, porque su finalidad 
es desarrollar las cualidades y modalidades de 
las dimensiones de estudio, vacíos, fortalezas 
y limitaciones del enfoque legal existente sin 
buscar establecer relaciones causales ni hacer 
predicciones (Villamin 2024).

2.2. Categorías de estudio: En cuanto a la 
categoría 1 “Inteligencia artificial”, observa a 
fondo cómo la IA está revolucionando la esencia 
de los delitos cibernéticos, funcionando igual de 
bien para cometerlos que para pelear contra ellos, 
sin dejar de lado los dilemas éticos y normativos 
que se derivan de su uso en los sistemas de 
ciberseguridad (Achuthan et al., 2024). La IA 
nos muestra un paradigma dual donde se puede 
usar para automatizar ataques cibernéticos más 
complejos a través de métodos de aprendizaje 
automático, pero a su vez, para crear sistemas 
de defensa adaptativos y predictivos con 
habilidades de detección al instante (Kwentoa, 
2025). Las subcategorías: Aplicaciones de IA en 

delitos cibernéticos y peligros; vulnerabilidades 
relacionadas. Los indicadores: Estrategias 
como el phishing y los deepfakes; riesgos 
nuevos y vulnerabilidades provocadas por 
adversarios. En la categoría 2, denominada 
“Protección digital”, se incluye un amplio rango 
de estrategias tecnológicas, normativas legales y 
métodos prácticos orientados a salvaguardar la 
información digital, los sistemas informáticos 
y la infraestructura vital frente a las amenazas 
cibernéticas, asegurando así la confidencialidad, 
la integridad y la disponibilidad de la información, 
y al mismo tiempo respetando los derechos 
fundamentales a la privacidad (AllahRakha, 
2024). Este ámbito abarca tanto las medidas 
tecnológicas destinadas a prevenir incidentes 
como los modelos regulatorios internacionales 
que establecen estándares mínimos de 
seguridad y definen cómo debe actuarse ante 
un posible incidente (Parambil et al., 2024). 
Las subcategorías: Técnicas de protección y 
ciberseguridad; privacidad y protección de datos. 
Los indicadores: Cumplimiento de normativas 
en seguridad; nivel de confianza en la seguridad 
de plataformas digitales.

2.3. La unidad de análisis estuvo conformada 
por informes estadísticos y artículos científicos 
especializados en inteligencia artificial, protección 
digital y legislación sobre delitos informáticos. 
La población se caracterizó por ser indefinida, 
debido a la amplitud de fuentes disponibles en 
bases de datos académicas; por ello, se empleó 
un muestreo no probabilístico, intencionado y 
por conveniencia, seleccionando los materiales 
más pertinentes, recientes y accesibles para los 
fines del estudio. Criterios de inclusión para el 
caso del informe estadístico fueron: (i) Relación 
directa con la dimensión inteligencia artificial, 
ciberseguridad y legislación sobre delitos 
informáticos; (ii) Procedencia institucional 
confiable; y (iii) publicados a partir del año 
2020. Los criterios de inclusión para los artículos 
científicos fueron: (i) publicaciones arbitradas 
con artículos académicos para garantizar rigor 
académico; (ii) Relación con aspectos legales, 
éticos o tecnológicos de la inteligencia artificial 
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y la protección digital y, (iii) estudios publicados 
entre el año 2024 y 2025. La muestra se conformó 
por tres artículos académicos (Jan & Bashir, 
2025; Czaja et al., 2025; Arméstar Bruno & Toche 
Vega, 2024) los cuales permitieron analizar 
los principales desafíos tecnológicos y vacíos 
normativos en el ámbito de la ciberseguridad.

2.4. Técnica e instrumentos de recolección de 
datos: La técnica es el proceso seleccionado para 
revisar, interpretar y organizar la información 
recolectada, en este caso el análisis documental 
(Jan & Bashir, 2025; Czaja et al., 2025; Arméstar 
Bruno & Toche Vega, 2024). El instrumento 
empleado la ficha técnica de análisis documental 
que se caracterizó con contener la siguiente data: 
Código del documento, fecha y hora de análisis, 
objetivo de estudio, referencia bibliográfica 
en APA, tipo de documento, tema principal, 
categoría y subcategoría de análisis, citas textuales 
relevantes, resumen del contenido, interpretación 
crítica del investigador y las observaciones 
adicionales, (credibilidad, limitaciones, relación 
con otras fuentes). 

2.5. Los aspectos éticos: Los aspectos éticos 
que se cumplen en este trabajo se ajustan a lo 
establecido en el Código de Ética. Se advierte 
la honestidad intelectual científica porque se 
reconocen las ideas y aportes de otros autores 
citados (Helgesson & Bülow, 2023). Se cumple 
la veracidad, justicia y responsabilidad toda 
vez que se presentan los resultados basados 
en información real y comprobable (Díaz-
Rodríguez et al., 2023). Se respeta la propiedad 
intelectual porque garantiza el uso ético y legal de 
la información, respetando los derechos de autor 
al emplear fuentes académicas, normativas y 
tecnológicas conforme a las licencias y citaciones 
establecidas (Díaz, 2025). Empleo de normas 
APA; ejercicios TURNITIN y reportes IA. 

RESULTADOS Y DISCUSIÓN

Para el objetivo general se analizó el artículo 
“Enfrentando el Robo de Identidad Potenciado 
por IA: Fortaleciendo los Marcos Legales en 

India” de Jan & Bashir (2025) el cual examina 
de qué manera la inteligencia artificial ha hecho 
que el robo de identidad se convierta en un 
delito más complicado de manejar, gracias al 
uso de técnicas como deepfakes, identidades 
artificiales, phishing automatizado y clonación 
de voz, herramientas que superan las capacidades 
de respuesta de legislaciones como la IT Act 
2000, la Aadhaar Act 2016 y la Digital Personal 
Data Protection Act 2023, las cuales no fueron 
elaboradas para enfrentar las amenazas de los 
algoritmos actuales. Entre los resultados de la 
investigación, se destaca un aumento notable en 
los ataques impulsados por IA que afectan tanto 
a individuos como a instituciones y organismos 
gubernamentales, con ejemplos concretos que 
muestran cómo las autoridades carecen de 
tecnología avanzada para identificar y seguir 
los delitos basados en algoritmos, lo que resulta 
en vacíos significativos tantos operativos como 
legales. 

El artículo argumenta que el robo de identidad 
relacionado con la IA representa un problema 
estructural en India y que solo a través de reformas 
legales específicas, mejora de capacidades 
tecnológicas, educación digital y cooperación 
entre el gobierno, la industria privada y la 
comunidad internacional se podrá establecer un 
sistema de protección sólido frente a los nuevos 
peligros que trae la inteligencia artificial.

Para el primer objetivo específico se analizó 
el artículo “Desafíos y oportunidades de 
ciberseguridad de las máquinas inteligencia 
artificial basada en el aprendizaje” de Czaja et 
al. (2025) el cual da a conocer que la inteligencia 
artificial como el Machine Learning, está 
mejorando la ciberseguridad al detectar ataques 
cibernéticos con mayor precisión. Esto resulta ser 
muy útil en situaciones de intrusiones, malware, 
phishing, spam, IoT y en la nube. Sin embargo, 
hay riesgos asociados, como la manipulación del 
entrenamiento, ataques adversarios y posibles 
filtraciones de información. Además, informa 
que el Machine Learning refuerza la seguridad, 
pero es necesario implementar nuevas medidas 
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para proteger la información y prevenir abusos. 
Este hallazgo se conecta con la Teoría Sistémica y 
Cognitiva aplicada al internet de las cosas (IoT). 
Rawlings, L. (2023) señala que la susceptibilidad 
de los usuarios a correos electrónicos fraudulentos 
suele incrementarse cuando depositan demasiada 
confianza en remitentes familiares, se sienten 
sobrecargados de información o carecen de la 
formación necesaria para reconocer intentos de 
estafa. Esto está vinculado a los principios de 
Protección de Datos Personales, que tienen como 
objetivo garantizar la información y prevenir su 
uso inapropiado. 

El texto enfatiza que es fundamental implementar 
medidas técnicas para salvaguardar los datos, tales 
como controles de acceso, métodos de privacidad, 
criptografía liviana y sistemas de autenticación 
más fiables. En términos generales, se enfatiza 
que la vulnerabilidad al phishing depende tanto 
del comportamiento y la preparación del usuario, 
como de las herramientas tecnológicas que lo 
apoyan. En este contexto, el Machine Learning 
no solo optimiza la identificación de amenazas 
y refuerza la seguridad, sino que también crea 
múltiples riesgos que demandan una protección 
adicional. Asimismo, enfatiza que la seguridad 
está determinada tanto por la tecnología como 
por el comportamiento y la preparación de los 
usuarios frente a estas amenazas. Por lo tanto, 
es esencial fortalecer los sistemas y la formación 
para conseguir una defensa más robusta y eficaz.

Para el segundo objetivo específico, se llevó a 
cabo una evaluación del trabajo “El tratamiento 
del fraude informático: un análisis jurídico 
comparativo entre Perú y Estados Unidos”, de 
Arméstár & Toche (2024). El artículo muestra que, 
a causa de los progresos en la tecnología digital 
y las innovadoras metodologías impulsadas por 
la inteligencia artificial,Estos resultados están 
vinculados con las ideas de la seguridad digital 
y la gobernanza tecnológica, las cuales destacan 
que es necesario revisar los marcos regulatorios 
frente a nuevas amenazas y reforzar la capacidad 
institucional para reaccionar; Asimismo, las 
investigaciones en ciberseguridad apuntan a 

que la automatización de ataques y el hurto 
de identidad incrementan la fragilidad de los 
usuarios y son más efectivos que los métodos 
tradicionales de protección; esto demuestra que 
se necesitan medidas preventivas, de supervisión 
y verificación más sólidas.En términos generales, 
el artículo señala que la inteligencia artificial ha 
empeorado el fraude cibernético y que, aunque su 
impacto en Perú y Estados Unidos es similar, los 
dos países deberán actualizar sus leyes y mejorar 
sus capacidades técnicas e institucionales para 
asegurar una defensa eficaz frente a estos nuevos 
tipos de delitos digitales.

CONCLUSIONES

Se concluyó, en relación con el objetivo general, 
que los mayores desafíos para que la inteligencia 
artificial contribuya al fortalecimiento de la 
protección digital están vinculados al ritmo 
acelerado de desarrollo tecnológico, el cual 
supera la capacidad del derecho penal para 
actualizarse. A partir del análisis documental 
y tomando como referencia la “Teoría de 
la innovación con doble filo” planteada por 
Brundage & Clark (2020), se evidenció que, si 
bien la IA genera valor económico y social, su 
uso indebido en ciberataques o en la creación 
de deepfakes incrementa los riesgos existentes 
y complica su regulación jurídica. Se identificó 
además que la legislación actual sobre delitos 
informáticos presenta vacíos relevantes respecto 
a la responsabilidad civil y penal asociada 
a sistemas automatizados, lo que provoca 
incertidumbre normativa y debilita la confianza 
pública en la administración de justicia frente a 
nuevas modalidades delictivas.

Con respecto al primer objetivo específico, se 
determinó que las aplicaciones contemporáneas 
de IA, especialmente aquellas basadas en Machine 
Learning, exigen la adopción urgente de medidas 
de protección y ciberseguridad más sólidas y 
adaptables. El análisis se apoyó en la Teoría 
Sistémica y Cognitiva presentada por Rawlings 
(2023), la cual señala que la vulnerabilidad digital 
no solo depende de aspectos técnicos, sino que 
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se intensifica cuando los usuarios depositan 
demasiada confianza en contactos conocidos o 
carecen de habilidades para reconocer fraudes 
automatizados. Como resultado, se concluyó que 
los mecanismos tradicionales ya no bastan, y que 
se requiere incorporar esquemas avanzados de 
control de acceso (como RBAC y autenticación 
multifactor) junto con soluciones de criptografía 
ligera capaces de resguardar los modelos de IA 
frente a ataques adversarios y alteraciones de 
datos.

Respecto al segundo objetivo específico, 
se verificó que los mecanismos actuales de 
ciberseguridad y protección digital no son 
suficientes frente a amenazas emergentes como 
la clonación de voz o los deepfakes. Los hallazgos 
mostraron que la sofisticación de estas técnicas 
permite a los ciberdelincuentes evadir los 
sistemas tradicionales de seguridad, dificultando 
tanto la identificación de los responsables como 
la verificación de autenticidad. En consecuencia, 
se evidenció la urgencia de actualizar el marco 
legal y reforzar las capacidades institucionales 
y técnicas, alineándose con estándares 
internacionales y promoviendo una gobernanza 
tecnológica que permita anticipar y gestionar 
estas amenazas. Con ello se busca salvaguardar 
de manera efectiva los derechos fundamentales 
en el entorno digital.
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